


Deep Learning Based Contextual Generation Model for Conversational Text in Business AI-Based Chabot



           Abstract:
There is no gain-saying the fact that the AI technology is the spur of the moment with high prospects into the future. The sub-field of Deep Learning in AI is making giant strides in all sectors of life. Inclusively, conversational AI-based Chabot is not an exception in this milestone. The techniques behind an AI Chabot is to understand patterns and add context to a conversation in a unique concept so as to expand the boundary of knowledge. The emergence of deep learning models as the state-of-art of all models - ranging from Neural models to the Pre-trained Language Models (Transformer, BERT and GPT) is not a surprise due to its capability to learn from large textual datasets and fine-tuning. This article reviews the model of extraction of features and word embedding techniques that could yield a perfect context retention. Although many traditional or rule-based Chabot are so common, a clue to understanding the models of Natural Language Understanding (NLU) and Natural Language Generation (NLG) yields an exploration into Deep Learning-based contextual AI-based Chabot. Consequently, the mechanism for input sequences enables the model to capture contextual information, long-range dependences, learning the inherent structure and pattern of user’s input to yield a contextual response. Decision making in business can be efficiently reached if intelligent systems can achieve an improved, personalized and scalable customer service due to context retention.
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1.0 
2.0 Introduction
Natural Language Processing (NLP) requires the computational modelling of the complex relationships of the syntax and semantics of a language (Ghuriani, 2023). While traditional machine learning methods are used to solve NLP problems, they cannot imitate the human ability for language comprehension. With the growth in deep learning, these complexities within NLP are easier to model, and be used to build many computer applications (Shesha, 2024; Al-Amin et al., 2024). 

Machine Learning (ML) is an advanced field as evident in the field of health care, national security, education, finance, economics, manufacturing and marketing. However, ML cannot efficiently process raw materials that require mindful engineering and great expertise. Thus, delving into Deep Learning models that are so fundamental to the NLU and NLG is a necessity. Although developing Deep Learning based automated conversation looks so challenging, but the concept of context retention serves as the basis for developing AI-based Chabot that can excellently pass the Turing test (Bhaskar Mitra, 2018).

So, AI Chabot is an example of conversational agent that is primarily based on Recurrent Neural Network quite unlike the ruled-based Chabot that can deviate from the conversation to out-of-context one. The goal of this paper is to explore the advances in Natural Language Processing and Deep Learning and they could aid conversional AI (Zhang et al., 2024; Chang, 2023). 

In fact, the AI Chabot is somehow dependent on Deep Learning-based contextual generation. Businesses have witnessed expansion in automatic improved customer service, high data retrieval, and information lookup (Dogan & Gurcan, 2024). All these are at a scalable rate as a result of deep learning models for developing conversational AI agents.   

      2.0 Literature Review 
     The era of big data has made huge data processing a compulsory and decisive task for organizations - prompting the need for Large Language data models as it represents an exceptional leap forward in the field of AI (Kazem & Mohammadi, 2024).To be specific, data at the size of petabytes is evident in conversational AI. The traditional AI sub-field backing conversational AI is the expert system and NLP. The relevance of Chabot in business organization is ascertained with the fine-tuning of deep learning models. No doubt, the Chabot market is estimated to worth $102.29 billion by 2025 as compared to $17.17 billion in 2019 (Yiyang, 2023). So, this proves for its need in education, customer service, content generation, research language learning and data science.


The Deep Neural Network (DNNs) have achieved a significant progress in computer vision and speech recognition. Deep Neural Network (Raj, 2024) can implement feature extraction of input text and classification. The technique start by inputting text that is sequence of words where each sequence is depicted as a vector space. Eventually, this sequence then feeds into a DNN which processes the sequence in multiple layers after multiplying each word with weighted matrix. 

Typically, the classical approach of NLP normally combine syntax analysis and information extraction where documents are represented as vectors. Despite that, the pipeline of DL models has been introduced to overcome challenges of information extraction from documents since the adoption of Neural language model in 2001. The first notable achievement of NLP is word embedding (Bian et al, 2014). This technique enables the encoding of each word in a document into a numerical vector, which in turn is processed to interpret the encoded word in context likely to appear in a training corpus. 

Therefore, a document can be represented in a matrix or order set of vectors which is how a Convoluted Neural Network (CNN) or Long Short-Term Memory LSTM can be utilized. Deep Learning-based contextual generation is very paramount to conversational AI (i.e. both NLG & NLP).Text generation in conversation AI is unavoidable in NLP, which generates informative text similar to human written text. 
          
2.1. The Fundamentals of Deep Learning
Dramatic improvements of swift performance in computer vision, speech recognition, and machine translation tasks as witnessed in research and in real-world applications are the breakthroughs largely fuelled by recent advances in Neural Network Models, usually with multiple hidden layers, known as deep architectures (Bhaskar Mitra, 2018). Deep learning architectures are based on Artificial Neural Networks (ANN) but with more than one hidden layer. An ANN models the human brain, with the ANN computing units analogous to neurons in the brain, and weights analogous to the connection strength between neurons. The multiple hidden layers in deep learning allow us to model complex functions of the brain, like differentiation and recognition of patterns and objects. With the increase of research in deep learning, there is a growth in models that are able to carry out complex, intellectual tasks like humans such as identifying objects in images, creating music and holding conversations. 

The multiple layers of data-exchanging neurons allow it to learn denser representations of data with deep levels of abstraction. Using Deep learning, we can train a model end-to-end for the purpose of an application. This is because the models offer deeper representation of patterns in the data, and this information can be ‘encoded’ into the network. In machine translation, the network is constructed from a translated corpus, which involves pairs of sentences in two languages and usually no human intervention is needed (Jacob et al, 2022). In most machine translation approaches in statistics, feature engineering is very crucial. In deep learning, the representations of data in different forms, can be learned as distributed vectors, which allows for information processing across multiple modality.

The real reason behind using deep learning for Chabot is two-fold: the availability of data and computational resources. Neural networks have been around since a long time but it’s only now that we have access to huge amounts of data and powerful computational systems like Graphics Processing Units, which facilitate deep learning. While other machine learning methods perform NLP tasks fairly well, when given huge amounts of data, deep learning models outperform them all. Architectures like Recurrent Neural Networks (RNN) take advantage of the sequential nature of language and speech to learn underlying patterns in order to create well-crafted responses to user inputs .
           
 2.2. History of Chabot

2.2.1 ELIZA
Joseph Weinbaum developed the ELIZA software at the Artificial Intelligence Lab at the Massachusetts Institute of Technology (MIT) in 1964. It went on to become the first conversational system to partially pass the Turing Test (Johanna Okerlund, 2022). Michael Mauldin originally used the word "chatbot" in 1994 to describe conversational systems that made an effort to pass the Turing Test (Ghuriani, 2023; Yiyang, 2023). After comprehending the user's input, ELIZA's model attempts to match the keywords with pre-written answers. Eliza's program was designed to recognize human communication patterns and provide responses with comparable substitutes. This created the appearance that ELIZA grasped the conversation's context.

2.2.2 PARRY
PARRY was created in 1972 by psychiatrist Kenneth Colby, who tried to simulate the conversational model of person with paranoid schizophrenia. PARRY implemented a crude model of the behavior of a paranoid, schizophrenic person. This behavior was based on  judgments and beliefs about conceptualizations on reactions of accept, reject or neutral. It was a much more complicated and advanced program than ELIZA, embodying a conversational strategy. PARRY was evaluated using a version of the Turing Test in the 1970s. Experience psychiatrists analyzed a mix of actual patients and computers by showing PARRY’s response on tele-printers (Mars, 2022). Thirty-tree (33) different psychiatrists were then shown transcripts of the conversations and were asked to identify which of the "patients" were computer programs and which were actually human. They were able to correct-guess only 48 percent of the time, which is as good as a random guess.


          2.2.3 A.L.I.C.E.
A.L.I.C.E. (Artificial Linguistic Internet Computer Entity) is a Chabot created in 1995 by Dr. Richard Wallace in AIML (Artificial Intelligence Markup Language), an XML dialect for creating Chabot. It is inspired by ELIZA and won the Loebner prize in January 2000 [13]. The first implementation was called Program A. Program A was written in a language established on concepts of set theory and mathematical logic called SETL. In 1998 it was rewritten in Java. Program B was implemented in 1999, when 300 software developers came together to write A.L.I.C.E. Thus, AIML was changed grammatically to be fully-compliant with XML. 

A.L.I.C.E won the Loebner prize, as Program B in 2000, when Program C was created as a C/ C++ based implementation of AIML (Jacco Bikker, 2022). In November 2000, Program D was implemented as a bit named DANY by Jon Baer. Program B refactored with new features using Java 2 was implemented as Program D and this implementation was supported by the A.L.I.C.E. AI Foundation. Developments in the AIML community made way for the creation of Program E, an AIML interpreter written in PHP.


2.2.4 Jabberwacky
Jabberwacky is a Chabot created by Rollo Carpenter, a British programmer. It is meant to be a conversational bot to mimic natural human interaction for entertainment purposes (Ghuriani, 2023) . It was one of the first attempted Chabots to implement AI that simulate meaningful human conversations. It won the Loebner prize in 2005 and 2006, an annual competition to test chatbots. Jabberwacky was also able to learn continually during the conversation. The makers have declared that Jabberwacky is not implemented using any artificial life model (no Neural Networks or Fuzzy Pattern Matching) and is based purely on heuristics-based algorithms. It does not have any rules hard-coded, instead relies on feedback. Jabberwacky stores everything the users have inputted and determines the most appropriate response using contextual pattern matching techniques. Hosted online since 1997, Jabberwacky has also managed to master new languages.

2.2.5 Commercial Chatbots
Smarter Child was the first commercial Chabot to get widespread adoption. Launched in 2001 by Active Buddy as a web service integrated in AOL’s Instant Messenger. It gave answers to fact-based questions like “What is the capital of Italy?” or more questions like “Who won the Lakers game last night?” Before its demise in 2007, it enjoyed record growth and user engagement as a Chabot used by thousands of people everyday. 

IBM Watson was developed in 2006 specifically to compete with the champions of the game of Jeopardy! Watson won the competition in 2011. Since then, IBM Watson offers services to build Chabot for various domains which can process large amounts of data. IBM calls this “Cognitive Computing,” claiming to mimic techniques used by humans for understanding data and reasoning. 
The launch of Siri in 2010 as an intelligent virtual assistant paved the way for other virtual assistants like Google Now (2012), Cortana (2015) and Alexa (2015). All of these assistants can help answer questions based on the web and help access a mobile device easily. Recently, they have enhanced capabilities like Image based search. Since all of these technologies are commercial, the details of implementation are not available.

In the next section we are to unveil the word embedding techniques within the Multi- Layer Perceptron (MLP) of the Neural Network responsible for the contextualization of conversation while using the Chabot.
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Fig.1 Chabot tasks (Yiyang, 2023)

3.0 Word Embedding Models
The basis of applying deep learning to solve natural language processing tasks is to obtain high-quality distributed representations of words, i.e., word embedding, from large amounts of text data (Bian et al., 2014). However, text itself usually contains incomplete and ambiguous information, which necessitates leveraging extra knowledge to understand it. Fortunately, text itself already contains well-deﬁned morphological and syntactic knowledge. Thus, the large amount of texts on the Web enable the extraction of plenty of semantic knowledge. Therefore, it makes sense to design novel deep learning algorithms and systems in order to leverage the above knowledge to compute more effective word embeddings (Matthew et al., 2018). 
In this paper, we conduct a review  study of the models on the capacity of leveraging morphological, syntactic, and semantic knowledge to achieve high-quality word embeddings (Jacob et al., 2022)  Models based on the transformer architecture, such as BERT, have marked a crucial step forward in the field of Natural Language Processing. Importantly, they allow the creation of word embeddings that capture important semantic information about words in context. However, as single entities, these embeddings are difficult to interpret and the models used to create them have been described as opaque. 
[image: ]
Fig.2 Using syntactic and semantic knowledge as auxiliary objectives (Bian et al., 2014)
The task of representing words and documents is part and parcel of most, if not all, NLP tasks.. 
In general it has been found to be useful to represent them as vectors which have an affecting, intuitive  interpretation, can be subject of useful  operations ( for example addition, subtraction, distance  measures etc.) and lend themselves well to be used in many machine learning algorithm and strategies .The vector model generally attribute  and stemming from the information retrieval community (Salton, 1983), is arguably the most successful and influential model to encode words and documents as vectors.

Another very important part of NLP based-solution is the study of language model. A language model is a statistical model of language usage that focuses mainly on predicting the next word given a number of previous word. This is very useful in speech recognition software, where one needs to correctly decide what is the word said by the speaker, even when there is poor signal. 

The Vector Space Model and Language model have been brought together based on current research on Neural Network Language Model. Having the mindset of solving problems related to unsupervised learning, a key feature of the solution is the way raw words vectors are first projected onto a so-called embedding layer in Fig.2 before being feed into 

3.1 Word Embedding Techniques
Word embedding or word vector is the representation of words and documents in a lower dimensional space, (Matthew et al, 2018) capturing semantic and syntactic information in turns - allowing word with similar meaning to have similar representation. Also, word embedding can be based on neural network and embedding layers and secondly on word context matrices to arrive at vector representation for words. Word Embeddings are dense, distributed, fixed–length word vectors, built using words co-occurrence statistics as per the distributional hypothesis.
Embedding models derived from neural network language models have been called prediction- based model that is based on previous words (Bhaskar Mitra, 2018) , they leverage on language models. By extracting features from the texts, it can be inputted into Machine Learning model with the aim of preserving syntactical and semantic information. Although traditional method like TFIDF, Bag of words (BOW), Count Vectorizer rely on word count with any syntactical and semantic concept. In these obsolete algorithms, the size of the vector refers to the number of elements in the vocabulary. So, if there is large input words, a big number of weights will result to high computation for training. 
The pertinent task of word embedding is to reduce dimensionality, predict the words around it and to capture inter –word semantics .These features enable word embedding technique to be effectively used in Conversional AI as conversional agents.
 Understanding word embedding and Language model early word embedding algorithms like Word2Vec, Continuous Bag of Words (CBOW) and Glove generate static distributional representation for word regardless of the context and sense which word is given in a sentence offering poor modelling of ambiguous  words and lacking coverage  for out of vocabulary words (Collados, 2020).Hence the state-of-art  like OpenAI and BERT  have been proposed to generate contextual  word in relation to the vocabulary of the corpus.

3.2 Comparison of Traditional and Neural Approaches for Text Representation
3.2.1 Traditional Approach
This technique involves putting together a list of distinct terms and giving each one a unique representational value and inserting it into a sentence. With this in process the vocabulary is built based on the number of the distinct words. Thus a, a large vocabulary will result in an extremely large feature and vice versa. 
Methods like One-hot Encodings was used by setting the vector’s element to be zero (0) while the corresponding word in the library is set to one (1).The disadvantage of One-hot encoding is high dimensionality, poor semantic capturing , irrelevancy between vocabulary for training and out-of- vocabulary words.
The Term Frequency-Inverse document frequency (TF-IDF) is a numerical statistic that reflects the importance of a word in a document relative to a collection of documents (corpus). This method is used in NPL and Information Retrieval to evaluate the significance of a term in a large corpus. The limitations of this method are treating independent word entities without consideration for semantic interrelationship to capture contextual words and sensitivity to document without semantic values rather than frequency representation.

3.2.2 Neural Approach (Contextual Embedding)
The neural approach for generating word embedding includes Word2Vec. The Word2Vec consists of Continuous Bag of Words (CBOW) and Skip-gram Models. Distribution representation model is very useful here as words are represented as continuous vector spaces to capture semantic relationships between words by mapping them to high dimensional vectors. The Continuous Bag of Word is a neural network architecture used in the Word2Vec model and its primary target is to predict based on context, which consist of the surrounding words. 
CBOW is a feed forward neural network with a single hidden layer. The Skip-Gram Model always learn distributed representation of words in a continuous vector space to mainly predict a targeted context words, which makes it to be more meaningful than CBOW. The applications of the following models can be implemented with python programming using libraries like Torch and Sciklearn. The trained vectors of each word after many iterations through the corpus was achieved syntactically and semantically preserved the trained vectors.
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Fig. 3. Learning architecture of the CBOW and Skip gram models of Word2vec (Collados, 2020)
The CBOW model predicts a target word based on its context words. Given a sequence of words like:




     ,,.., ………………………………………...……………………….3.1
And context window of size  m ,CBOW main goal is to predict the word wt using the context words:

{}…………………………………….………………….3.2
The CBOW models that aims at predicting rightly and can be expressed mathematically as :


=)…………….……..……………3.3
Where the parameters can be denoted as :
· 
 the total number of words in the corpus
· 
is the size of the context window
· 
 is the target word
· 
 are the context words
· 

) is the conditional probability of the target word given the context


The conditional probability  represents the likelihood of the target word   given the context words . It is calculated using the Softmax function, which evaluates and normalizes the scores into a probability distribution.

…………………….………3.4
· 

Where  is the output vector of the target word 
· 
 is the hidden layer representation (context vector)
· 

 is the vocabulary
Hidden Layer:

The hidden layer   in the CBOW  model is calculated as the mean of the context word input vectors. This hidden layer provides the overall representation of the context as depicted in the equation 3.5

………………………………………………………3.5
· 
represents the input vectors  for the context words
· 
goes over the context window, excluding the target word itself
The averaged process creates a single vector that captures the overall meaning of the context words. Moreover , the softmax function is used to convert the raw scores , that is dot products of the target word vector and the hidden layer vector into a probability distribution over the vocabulary.


…………………………………..…..3.6
· 
 is a dot product between the output vector of the target word and the hidden layer vector.
· 
The denominator sums the exponentiated dots products  for all words in the vocabulary , ensuring that the output is a valid probability distribution.

The second architecture is similar to CBOW is the Skip gram whose model would not be elaborately explained in this paper. As much emphasis is based on contextualization of target words as really evident in CBOW. Model like Skip gram reversely instead of predicting the current word based on the context, it tries to maximize classification of a word based on another word in the same sentence (T. Mikolov, 2013). More precisely, the technique entails the  use of each current word as an input to a log-linear classifier with continuous projection layer, and predict words within a certain range by constraining the word to myriad of them in corpus,  before and after the current word. We found that increasing the range improves quality of the resulting word vectors, but it also increases the computational complexity. Since the more distant words are usually less related to the current word than those close to it, we give less weight to the distant words by sampling less from those words in our training examples.



3.2.3.   The Pre-trained Word-Embedding
The pre-trained embeddings are representation of words that are learned from large corpora and are made available for reuse in many NPL techniques. This embedding capture semantic relationship between words and allowing the model to understand semantic similarities and relationship between different words in a meaningful way. Examples of these models are Fasttext, (Mars, 2022) BERT (Bidirectional Encoder Representations from Transformers) and GloVe. Unlike traditional language models that treat words in isolation, contextual models offer a nuanced understanding of linguistic context. A pioneering Open Source exemplar in this realm (Li, 2023) is BERT. Now, the essence of this article is to incorporate the technology of Pre-trained Word-Embedding to achieve conversational Chabot with syntactic and semantic representation of words, which yields high contextualization of Natural Language Generation in Chatbots.

3.2.4.Word Embedding Algorithms and Attention Mechanism
Definitely the Transformer Models as served to be the  bedrock of many of these variant of Transformer models like ULMFit, BERT, GPT, DistilBERT, DeBERT,RoBERT ,GPT-3 and GPT Neo. However, the in-depth knowledge of Transformer in NPL is a necessity to achieve to each achieve Natural Language Understanding and Natural Language Generation (I.Lauriola, 2021). The uniqueness of its technique is majorly based on attention mechanism to enhance the Re-current Neural Network (RNN) at the encoder and decoder for proper generation of output text ( that is  within the hidden layer of the Neural Network Model. As Encoder Decoder mechanism  can be of any kind of Neural  Network Architecture that can model sequences (L. Tunstall, L. Von Werra, and T. Wolf, 2022). Chatbots are pre-trained with Causal Language  Model(CLM) which learns to predict the next word based on previous words that are contextually related by word embedding . Consequently , the words are feed sequentially  through the encoder and the output words are generated once. While undergoing Encoding and Decoding techniques, contextualization is enabled with the aid of word embedding like Token embedding positional embedding and most importantly the attention mechanism.
This paper reiterated on the need for generating contextual embedding for better text comprehension especially with interactive agent like chatbots. So, there is a clear indication that contextualization occurs at various tokenizations. The token embedding learns to represent each vocabulary element as a vector ,while Positional embedding learns to represent a token’s position in a sequence as a vector (M. Phuong & M. Hutter, 2022). 
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Fig.4 Encoder-decoder architecture of the transformer, with the encoder shown in
the upper half of the figure and the decoder in the lower half (L. Tunstall, L. Von Werra, and T. Wolf, 2022)







As self-attention mechanism is a mechanism that allows neural networks  to assign a different amount of weight or “attention” to each element in a sequence. The “self ”part of self-attention refers to the fact that these weights are computed for all hidden states in the same set—for example, all the hidden states of the encoder. By contrast, the attention mechanism associated with recurrent models involves computing the relevance of each encoder hidden state to the decoder hidden state at a given decoding timestep. The main idea behind self-attention is that instead of using a fixed embedding for each token, we can use the whole sequence to compute a weighted average of each embedding. Another way to formulate this is to say that given a sequence of token embeddings  , ..., , self-attention produces a sequence of new embedding , ..., , where each  is a linear combination of all the :


 ------------------------------------------------------------------------------------------------ 3.7

The coefficients wji are called attention weights and are normalized so that  = 1. The combination of these weights provide a large weighted values to cause proper context of the accumulated weights. Embeddings that are generated in this way are called contextualized embeddings or Contextual Embedding and will always be a technique for Chabot to demonstrate Natural language Generation.
 	
4.0 Word Embedding the Brainbox of a Conversational Chatbots
One of the pleasing results from Deep Learning-based Chabot is to avoid deviating from its context during Natural Language Generation. Many Chabot have been built but reiterating on the importance of its word embedding is a necessity that drives the consistency of its contextualization in the course of conversation. So, the rapidly evolving field of generative artificial intelligence, specifically focusing on large language models like ChatGPT (OpenAI) and Bard (Google) has seen a great renaissance through the Large language models that had demonstrated unprecedented capabilities in responding to natural language prompt. Evident of this is seen in Natural Language Generation of Chabot.
Conversational agents are primarily based on deep leaning techniques. These methods provide responses to user queries based on syntax, structure and words (vocabulary) in the input along with contextual information. Mostly, Conversational Agents are built on neural networks especially the pre-trained models like BERT and GPT (Generative Pre-trained Transformer).
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 Fig.5 Previous vs. recent approaches. (Mars, 2022)

5.0. Conclusion
Chatbots based on Pre-Trained Contextualization is the future as it is the state-of-art that relies on Deep Learning. The market size trend of business Chabot is a highly promising, which is an indication of many website yet to be equipped with business Chabot before 2030 with the worth of $30 billion (Ghuriani, 2023), even peradventure more advance technologies emerge. The proliferation of data on the Internet combined with the exponential growth in computing  capacity and the discovery of a more capable language model architecture led to a tipping point in the performance of AI Chabot. This paper provided a comprehensive and accessible concept on Large Language Models (LLMs) such as ChatGPT and Google’s BERT models. The goal was to demystify their underlying theory, architecture, and methods for a broad audience. 
The research work provided insights into key computing elements, architectural choices, and state-of-the-art training methods that have enabled these models to achieve ground-breaking performance. The new ability to use only natural language for interaction has significantly increased the accessibility of computers, which will pave the way for an explosion of novel applications across various domains. With continued advancements in LLM capability, it is crucial for researchers, developers, and users to understand their inner workings. 
The future discovery of more efficient architectures, the development of dedicated neural network microchips, and the emergence of AI models that can train even more powerful AI models will lead to ever-scaling advancements.  Dialogue and Interactive system promises to give AI Chatbots accurate world knowledge by using model that engages in coherent conversation with human by general theme of Natural Language Processing. Hence, fostering a broader understanding of Conversational Chabot will contribute to responsible innovation and the use of trained large datasets to yield connotative and syntactic meaning of words.
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of the hidden layers and improve the generalization ability of deep neural networks so input nformation, and serve a awsiliary
as to achieve high-quality word embedding. Both semantic and syntactic knowledge et on o o e

e . . N . a word similarity task, and a word.
can serve as auxiliary objectives, as shown in Figured. completion tssk have sll demonstrated that
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