




Stochastic Prediction of Stock Price Changes in Finite State: A Study of Oando and Dangote


Abstract

Stock trend analysis plays an important role in practical stock trading. One of the best options is to choose stocks by fundamental analysis and then confirm when to buy and sell stocks by technical analysis, hence the need for stochastic analysis through the appropriate model. A model which fits stock price movements was examined for future investment plans since each independent finite state communicates. To be precise, this paper considered the Markov chain model to study Oando and Dangote stock prices, which shows the 3-steps probability transition matrices and predicts different stock movements in finite state. Furthermore, comparisons were made for Oando and Dangote whose criteria were based on minimum stock prices and it shows as follows: Oando has two possible probability of reducing in price in the near future; Oando has three possible probabilities of increasing in the near future; Oando has two probabilities of no-change in price; The mean and standard deviation of each set of transition probability were also considered which gave good explanation and more insight against investment plans for Oando and Dangote stock price future plans. Results show that the mean of Dangote is higher than the mean of Oando, indicating that traders are bullish on the security, while Oando’s high standard deviation indicates that the stock prices are more volatile. It is, therefore, recommended that introducing control parameters in studying Oando and Dangote stock price movements will be a very good area to explore.
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1.1 Introduction
The nature of stock prices has been unstable, seasonal, time-dependent and highly volatile and therefore unpredictable. This is mostly due to uncertainties that arise from natural calamities, global trends, and socio-political policies, which may have an unprecedented impact on the demand and supply of stocks. For example, the S&P500 index lost approximately 20% of its market value during the first quarter of 2020, while the VIX index jumped from 12.5% on 2nd January 2020 to 82.7% on 16th March 2020 in response to the COVID-19 pandemic uncertainty episode [17]. Because of this, investors now have to go beyond studying the company's history, performance and development prospects of such fundamentals, and also be familiar with the variety of technical analysis in order to win a huge return on investment and become a successful investor. Financial analysts rarely have a complete understanding of stock market activity. Both financial analysts and investors require daily data in predicting the stock prices' trend behaviour [18]. Stock trend analysis plays an important role in practical stock trading (Chen et al., 2006). One of the best options is to choose stocks by fundamental analysis and then confirm when to buy and sell stocks by technical analysis, hence the need for stochastic analysis through the appropriate model. Hence, any variable whose value changes over a period of time in an uncertain way is considered to follow a Stochastic Process. A Markov Chain or a Markov Process is a particular type of Stochastic Process where only the present value of a variable is relevant for the prediction of the future. The basic idea behind the process is that the past and the future state of the process are independent, and the present state is known. This means that if the current state of the process is known, no additional information about its previous states is needed to make the best possible prediction for the future states of this process. This simplification allows a significant reduction in the number of parameters when studying such a process [19, 20].
However, [1] studied the share price changes of Access Bank. They applied the stochastic model of the Markov chain. Their results showed that access bank has the best probability of reducing in the future by 21 percent. [2] studied stochastic analysis of Markov Chain in finite state. They used Nigeria's Current Account net data for their analysis. The solution matrix of the stochastic analysis showed that 2004-2012 has the highest probability of reducing payments by 72 percent. [3] considered the influence of the Markov Chain and properties of principal component. They applied the Markov chain and Principal component and discovered that share prices formed from the two merged banks were given, and an analytical solution of principal components was used to predict future stock price changes. [4] studied the stochastic analysis of Markov chain in finite state.  They transformed stock price data to a 3-states transition probability matrix for prediction. From the stochastic analysis of the problem, properties of the fundamental matrix were explored in predicting different commodity price processes. [5] considered stochastic analysis of Markov chain in the closing stock price data of three selected companies. From the analytical solution of the problem, NASCO Nigeria has the probability of price increasing in the near future. Hence, significant scholars have written extensively on stochastic analysis of Markov chain such as [6-16] etc.
Nevertheless, owing to the economy fallen which causes instability on stock price movements; this can be linked as stochastic formation. For that reason, the Markov chain model was adopted to study Oando and Dangote. The data were transformed into 3-step transition probability matrix solutions to cover the number of independent months where the future stock price movements were known. The transition probability matrices were further subjected to more analysis; hence, comparisons were made for Oando and Dangote, whose criteria were based on minimum stock prices used for possible predictions. The mean and standard deviation of each set of transition probability were also considered, which gave a good explanation and more insight against investment plans for Oando and Dangote stock price future plans. To this end, this paper extends the work of [2] by comparing the transition probabilities for future predictions; this is the key novelty of this study.    
This paper is prescribed as follows: Section 2.1 is mathematical preliminaries, Section 3.1, Results and discussion, while the paper is concluded in 4.1.

2.1. Mathematical Preliminaries
To understand the stochastic model of the Markov chain, we define the following on which the study hinges:   
Definition 1.1: Σ-Algebra: Let Ω be a non-empty set and let  be a collection of subsets of Ω. Then is said to be a σ-algebra if
1. 
1. given that a set A ∈ then the complement of A  i.e ∈ ,
1.  whenever the sequence {Ai} ∈ F for i = 1,2,··· , then 
 Probability Measure 1.2: Let Ω be a non-empty set and let F be a σ-algebra of subsets of Ω. Then, a function that assigns every set A ∈ F to a number in [0,1] is called a probability measure  For this case, we denote by  (A) the probability of A and it is such that;
1. 
1.  if,··· is a sequence of disjoint sets in  then 
The pair ) is called a measurable space while the triple ) is called a probability space

Stochastic Process 1.3: A stochastic process[image: ] is a relation of random variables[image: ], i.e, for each [image: ] in the index set[image: ] is a random variable. Now, we understand [image: ] as time and call [image: ] the state of the procedure at time [image: ] . In view of the fact that a stochastic process is a relation of random variables, its requirement is similar to that for random vectors.

  A stochastic process  is said to be a Markov chain if the Markov property is satisfied:

	 	(1.1)

For all  .


It is sufficient to know that the Markov property given (1.1) is equivalent to easy of the following for each  .	

	 	(1.2)


 	 	



Assuming  implies that the chain is in the  state at the  step. It can also be said that the chain’ having the value  i’ or ‘ being in state  i’. The idea behind the chain is described by its transition probabilities:

	 	(1.3)

They are dependent on  

 The chain is said to be homogeneous if the following are stated below

	 	(1.4)

For all  


The transition matrix  is  matrix of transition probabilities.

	 	(1.5)
Hence, the transition probabilities with homogenous Markov chain are always stationary at a point.

Theorem 1.1: Suppose  is a stochastic matrix, which implies the following:



i) has non-negative entries or  (ii) 
which is stationarity or point of convergence.



Proof:( i) each associated entry in  is a transition probability and being probability .

(ii)  
Which is stationarity.

 
Theorem 1. 2 :( Chapman-Kolmogorov Equations). 





 Since and so on the  power of  .

Proof:  
Using the following in probability rule:


 and setting  
Using Markov property yields

 

2. 2	Probabilities of Sample Paths 
When analyzing the structure of a stochastic process, it is important to describe its finite-dimensional distributions. We will show that a Markov Chain distribution [image: ][image: ] are products of its transition probabilities and the probability distribution of the initial state [image: ][image: ]
Proposition 1.1: Given that [image: ][image: ] is a Markov Chain on S with transition probabilities [image: ][image: ] and initial distribution [image: ][image: ]= [image: ][image: ]. Then, for any [image: ][image: ] and n [image: ][image: ]
[image: ][image: ]= [image: ][image: ] [image: ][image: ]
where P = [image: ][image: ] = [image: ][image: ] by the Markov Property.
This implies that the probability of the Markov Chain to traverse a path [image: ][image: ] is the multiplication [image: ][image: ] of the probabilities of these transitions. 
Hence, the probability that the Markov Chain up to time n has a sample path in a subset P of [image: ][image: ] is 
p [image: ][image: ]
= Ʃ P [image: ][image: ] [image: ][image: ]  						(1.6)
([image: ][image: ]) 
In this study, Xn represents the daily profits of one of the selected companies, then the probability that there will be an increase in profits in …. number of days is [image: ][image: ]  
[image: ]
These we will do for all the selected companies, as most probabilities like these for the Markov Chain can be expressed in terms of the transition matrix P= ([image: ][image: ]) and its [image: ][image: ]  product [image: ][image: ], [image: ][image: ]
By definition, [image: ][image: ] = 1 (identity matrix), and [image: ][image: ] = [image: ][image: ] , for [image: ][image: ].
Given that [image: ][image: ] is the (i, j) the entry of [image: ][image: ], then by matrix multiplication, 
[image: ]					(1.7)


2.3: N-step probabilities
The probability [image: ][image: ] is the sum of the probabilities of all paths of the form [image: ][image: ]
Consequently, 
[image: ][image: ] 
This can be obtained by computing [image: ][image: ] We donate the initial distribution [image: ][image: ] as a row vector [image: ][image: ] then we have [image: ][image: ] which is the [image: ][image: ]value of the row vector [image: ][image: ].
Then multiplication property of matrices [image: ][image: ] for m, n = 1 yields the Chapman- Kolmogorov equations. 
[image: ]							(1.8)
Thus, the probability of the chain moving from state i to j in m+n steps is equal to the probability that it moves from i to any K [image: ][image: ] S in m steps, and then from K to j in n more steps.

Theorem 1.3: Suppose  is a stochastic matrix, which implies the following:



i) has non-negative entries or  (ii) 
which is the stationarity or point of convergence.



Proof:( i) each associated entry in  is a transition probability and being probability .

(ii)  
Which is stationarity.

 
2.2.1 Problem Formulation
To illustrate, the Oando and Dangote stock price data ranging from January –September 2024 is finite. Hence, we have the following.


	 

	 

where is the number of states.

	 	(1.9)


However, for  is an estimate of the transition matrix. 	

	 	(1.10)

	 	(1.11)
		

3.5 Constructing Markov Chain Model for  NCA  net Movements
For the proper accuracy of the Markov chain model for future events, it needs to be developed for the prediction of stock price movements. The initial payment needs to be in three finite states as follows:
R: implies the probability of stock price reducing in the near future  
I: implies the probability of stock price increasing in the near future
NO-change: implies the probability of stock price not changing in the near future
Conversely, the probability of transition matrix shows the proper description of Markov chain. Each element in the matrix communicates; hence, we form three states of the Markov process we need to have the following table below:
Table 1: Transition Probability Matrix 	
	State
	1
	2
	3
	Total of Row

	1
	
 
	
 
	
 
	
 

	2
	
 
	
 
	
 
	


	3
	
 
	
 
	
 
	



	



In each entry  indicates the number of times a transition is made from one state  to state . the transition matrix is computed by simply dividing every element in each row by the total of each row. 

3.1 Results and Discussion

This is secondary data collected from the Nigerian Stock Exchange from January-November, 2024. 
3.1.1: Transition Probability Matrices of OANDO and DANGOTE stock prices

Transition probability matrix of OANDO 

	 

Transition probability matrix  of  DANGOTE 


	 

Forecast of Transition probability matrix for OANDO: This tells about predicting from one state to other as follows: stock price: 34% Probability of price reducing in the near future. 0.32% probability of a price increase in the near future. 33% probability of no change in price over a given period of time. 28% probability of reducing in price, 30% probability of increasing the market price, 42% probability of no change in price: this suggests that there is a likelihood that the forces of supply and demand are in balance, resulting in no change in price. 12% probability of reducing in price in the near future.21% probability of increasing in price: this suggest that the price of the Oando stock price will likely to trend upwards in the near future and 66% Chance of no change in price. 

Forecast of Transition probability matrix for DANGOTE: 19% Probability of price reduction in the near future. 42% probability of a price increase in the near future. 38% probability of no change in price over a given period of time. 34% probability of reducing in price, 33% probability of increasing the market price, 33% probability of no-change in price: this suggests that there is a likelihood that the forces of supply and demand are in balance, resulting in no change in price. 37% probability of a reduction in price in the near future. 33% probability of an increase in price. This suggests that the price of the Oando stock price will likely trend upwards in the near future, and 30% chance of no change in price. 

Table 2: Companies with highest predictions

	Oando
	Dangote
	Oando
	Dangote
	Oando
	Dangote

	Probability of Reducing in  price
	Probability of Reducing in price
	Probability of Increasing in price
	Probability of Increasing in price
	Probability of No-change in price
	Probability of No-change in price

	0.3447
	0.1994*
	0.3204*
	0.4213
	0.3349*
	0.3792

	0.2785*
	0.3433
	0.3020*
	0.3283
	0.4195
	0.3283*

	0.1290*
	0.3692
	0.2074*
	0.3323
	0.6636
	0.2986*

	0.2507
	0.3040
	0.2766
	0.3593
	0.4727
	0.3354

	0.1105
	0.0915
	0.0606
	0.0537
	0.1707
	0.0408


	
From Table 2 above , the criteria of selecting the best and more stock probabilities is based on minimum values . in comparing Oando  and Dangote , it can be seen that Oando  has two probabilities of reducing prices in the near future which is informative to investors for decision making., see columns 1 and 2.
Table 2 columns 1 and 2 predict as follows:  The mean values are used to assess the general sentiment of the market towards a particular security.  For example, the mean of Dangote is higher than the mean of Oando, which indicates that traders are bullish on the security. In the same vein, a high standard deviation indicates that the stock prices are more volatile, which means that the price can fluctuate significantly in either direction. This can be risky for traders, as it makes it more difficult to predict the price movement of the investments.
However, in comparing Oando and Dangote in columns 3 and 4 , it can be   seen the Oando     has  three  probabilities of increasing prices in the near future which is beneficial  to investors as they will plan ahead of time to manage their resources in order to maximize profit.
Furthermore, the mean of Dangote is higher than the mean of Oando, which indicates that traders are bullish on the security, while Oando has a high standard deviation indicates that the stock prices are more volatile, which may cause panic buying and selling.
Nevertheless , in comparing Oando and Dangote in columns 5 and 6 , it can be   seen the Oando      has  two  probabilities of no-change in  prices in the nearest future . This remark helps the investors to be abrest with the cost of goods and services and taken vital decisions based on levels of their investments.

Since the mean of Oando is higher than the mean of Dangote, it indicates that traders are optimistic on the security while Dangote has a high standard deviation indicates that the stock prices are more volatile, which is also informative to the investor in terms of decision making.

4.1 Conclusion
This paper considered the Markov chain model to study Oando and Dangote stock prices, which shows the 3-steps probability transition matrices and predicts different stock movements in finite state. Further more, comparisons were made for Oando and Dangote which criteria were based on minimum stock prices and it shows as follows:(i) Oando has two possible probability of reducing in price in the near future (ii) Oando has three possible probabilities of increasing in the near future  (iii) Oando has two probabilities of no-change in price (iv) The mean and standard deviation of each set of transition probability were also considered, which gave a good explanation against investment plans for Oando and Dangote stock price future plans. Nevertheless, introducing control parameters in studying Oando and Dangote stock price movements will be a very good area to explore.
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